
0 Introduction : resonances in hadron physics

Hadrons

• Hadrons: particles interacting through the strong force

• Observed hadrons [1]

– Baryons (p, n,Λ, · · · ) : about 150 species

– Mesons (π,K, η, · · · ) : about 210 species

• All states emerge from QCD, color SU(3) gauge theory

LQCD = −1

4
Ga

µνG
µνa + q̄(i /D −mq)q

color triplet quarks : q̄, q

color octet gluons in Gµν , Dµ

• Quarks have six kinds of flavor (u, d, s, c, b, t)

Regularity of observed states

• Hadrons belong to color singlet

No rule in QCD to forbid the appearance of colored states

→ problem of color confinement

• Flavor quantum numbers can be described by qqq or q̄q

No rule in QCD to forbid the appearance of q̄q̄qq, q̄qqqq, · · ·
→ problem of exotic hadrons (genuine exotics)

• Experimental fact, nothing to do with quark models

• JPC exotic mesons have been observed : π1(1400) and π1(1600) have JPC = 1−+

Exotic structure candidates (heavy quark system : c, b)

• Pentaquarks Pc(4312), Pc(4440), Pc(4457) [2, 3] (Fig. 1, left)

Pc → J/ψ(c̄c) + p(uud)

• Tetraquarks Zb(10610), Zb(10650) [4] (Fig. 1, right)

Z±
b → Υ(b̄b) + π±(d̄u/ūd)

• Only ∼ 8 candidates out of 360 hadrons

• Internal structure (multiquarks, hadronic molecules, · · · ) has not been determined yet

• Flavor quantum numbers can be described by Pc ∼ uud, Z+
b ∼ d̄u

But it is unnatural to explain their mass without heavy quark pairs
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resonances with the same spin and parity, fits to the cos θPc-
weighted distribution are repeated using various coherent
sums of two of the BW amplitudes. Each of these fits
includes a phase between interfering resonances as an extra
free parameter. None of the interference effects studied is
found to produce a significant Δχ2 relative to the fits using
an incoherent sum of BWamplitudes. However, substantial
shifts in the Pþ

c properties are observed, and are included in
the systematic uncertainties. For example, in such a fit the
Pcð4312Þþ mass increases, while its width is rather stable,
leading to a large positive systematic uncertainty of
6.8 MeV on its mass.
As in Ref. [1], the Λ0

b candidates are kinematically
constrained to the known J=ψ and Λ0

b masses [29], which
substantially improves themJ=ψp resolution and determines
the absolute mass scale with an accuracy of 0.2 MeV. The
mass resolution is known with a 10% relative uncertainty.
Varying this within its uncertainty changes the widths
of the narrow states in the nominal fit by up to
0.5 MeV, 0.2 MeV, and 0.8 MeV for the Pcð4312Þþ,

Pcð4440Þþ, and Pcð4457Þþ states, respectively. The widths
of all three narrow Pþ

c peaks are consistent with the
mass resolution within the systematic uncertainties.
Therefore, upper limits are placed on their natural widths
at the 95% confidence level (C.L.), which account for
the uncertainty on the detector resolution and in the
fit model.
A number of additional fits are performed when evalu-

ating the systematic uncertainties. The nominal fits assume
S-wave (no angular momentum) production and decay.
Including P-wave factors in the BW amplitudes has
negligible effect on the results. In addition to the nominal
fits with three narrow peaks in the 4.22 < mJ=ψp <
4.57 GeV region, fits including only the Pcð4312Þþ are
performed in the narrow 4.22–4.44 GeV range. Fits are also
performed using a data sample selected with an alternative
approach, where no BDT is used, resulting in about twice
as much background.
The total systematic uncertainties assigned on the mass

and width of each narrow Pþ
c state are taken to be the

largest deviations observed among all fits. These include
the fits to all three versions of the mJ=ψp distribution, each
configuration of the Pþ

c interference, all variations of the
background model, and each of the additional fits just
described. The masses, widths, and relative contributions
(R values) of the three narrow Pþ

c states, including all
systematic uncertainties, are given in Table I.
To obtain estimates of the relative contributions of the

Pþ
c states, the Λ0

b candidates are weighted by the inverse of
the reconstruction efficiency, which is parametrized in all
six dimensions of the Λ0

b decay phase space [Eq. (68) in the
Supplemental Material to Ref. [30] ]. The efficiency-
weighted mJ=ψp distribution, without the mKp>1.9GeV
requirement, is fit to determine the Pþ

c contributions, which
are then divided by the efficiency-corrected and back-
ground-subtracted Λ0

b yields. This method makes the
results independent of the unknown quantum numbers
and helicity structure of the Pþ

c production and decay.
Unfortunately, this approach also suffers from large Λ$

backgrounds and from sizable fluctuations in the low-
efficiency regions. In these fits, the Pþ

c terms are added
incoherently, absorbing any interference effects, which can
be large (see, e.g., Fig. S2 in the Supplemental Material
[22]), into the BW amplitudes. Therefore, the R≡
BðΛ0

b → Pþ
c K−ÞBðPþ

c → J=ψpÞ=BðΛ0
b → J=ψpK−Þ val-

ues reported for each Pþ
c state differ from the fit fractions

TABLE I. Summary of Pþ
c properties. The central values are based on the fit displayed in Fig. 6.

State M [MeV] Γ [MeV] (95% C.L.) R [%]

Pcð4312Þþ 4311.9% 0.7þ6.8
−0.6 9.8% 2.7þ3.7

−4.5 ð<27Þ 0.30% 0.07þ0.34
−0.09

Pcð4440Þþ 4440.3% 1.3þ4.1
−4.7 20.6% 4.9þ8.7

−10.1 ð<49Þ 1.11% 0.33þ0.22
−0.10

Pcð4457Þþ 4457.3% 0.6þ4.1
−1.7 6.4% 2.0þ5.7

−1.9 ð<20Þ 0.53% 0.16þ0.15
−0.13
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FIG. 6. Fit to the cos θPc-weighted mJ=ψp distribution with
three BW amplitudes and a sixth-order polynomial background.
This fit is used to determine the central values of the masses and
widths of the Pþ

c states. The mass thresholds for the Σþ
c D̄0 and

Σþ
c D̄$0 final states are superimposed.
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where Mmissð!þ!#Þ is the missing mass recoiling

against the !þ!# system calculated as Mmissð!þ!#Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEc:m: # E&

!þ!#Þ2 # p&2
!þ!#

q
, Ec:m: is the center-of-mass

(c.m.) energy, and E&
!þ!# and p&

!þ!# are the energy

and momentum of the !þ!# system measured in the
c.m. frame. Candidate !ð5SÞ ! !ðnSÞ!þ!# events
are selected by requiring jMmissð!þ!#Þ #m!ðnSÞj<
0:05 GeV=c2, where m!ðnSÞ is the mass of an !ðnSÞ state
[7]. Sideband regions are defined as 0:05 GeV=c2 <
jMmissð!þ!#Þ #m!ðnSÞj< 0:10 GeV=c2. To remove
background due to photon conversions in the innermost
parts of the Belle detector we require M2ð!þ!#Þ>
0:20; 0:14; 0:10 GeV=c2 for a final state with an !ð1SÞ,
!ð2SÞ, !ð3SÞ, respectively.

Amplitude analyses of the three-body !ð5SÞ !
!ðnSÞ!þ!# decays reported here are performed by means
of unbinned maximum likelihood fits to two-dimensional
M2½!ðnSÞ!þ( vs M2½!ðnSÞ!#( Dalitz distributions.
The fractions of signal events in the signal region are
determined from fits to the corresponding Mmissð!þ!#Þ
spectrum and are found to be 0:937) 0:015ðstatÞ, 0:940)
0:007ðstatÞ, 0:918) 0:010ðstatÞ for final states with!ð1SÞ,
!ð2SÞ,!ð3SÞ, respectively. The variation of reconstruction
efficiency across the Dalitz plot is determined from a
GEANT-based MC simulation [8] and is found to be small
except for the higherM½!ðnSÞ!)( region. The distribution
of background events is determined using events from the
!ðnSÞ sidebands and found to be uniform (after efficiency
correction) across the Dalitz plot.

Dalitz distributions of events in the!ð2SÞ sidebands and
signal regions are shown in Figs. 1(a) and 1(b), respec-
tively, where M½!ðnSÞ!(max is the maximum invariant
mass of the two !ðnSÞ! combinations. This is used to
combine !ðnSÞ!þ and !ðnSÞ!# events for visualization
only. Two horizontal bands are evident in the !ð2SÞ!
system near 112:6 GeV2=c4 and 113:3 GeV2=c4, where
the distortion from straight lines is due to interference with
other intermediate states, as demonstrated below. One-
dimensional invariant mass projections for events in the

!ðnSÞ signal regions are shown in Fig. 2, where two peaks
are observed in the !ðnSÞ! system near 10:61 GeV=c2

and 10:65 GeV=c2. In the following we refer to these
structures as Zbð10 610Þ and Zbð10 650Þ, respectively.
We parametrize the !ð5SÞ ! !ðnSÞ!þ!# three-body

decay amplitude by

M ¼ AZ1
þ AZ2

þ Af0 þ Af2 þ Anr; (1)

where AZ1
and AZ2

are amplitudes to account for contribu-
tions from the Zbð10 610Þ and Zbð10 650Þ, respectively.
Here we assume that the dominant contributions come
from amplitudes that preserve the orientation of the spin
of the heavy quarkonium state and, thus, both pions in the
cascade decay !ð5SÞ ! Zb! ! !ðnSÞ!þ!# are emitted
in an S wave with respect to the heavy quarkonium system.
As demonstrated in Ref. [9], angular analyses support this
assumption. Consequently, we parametrize the observed
Zbð10 610Þ and Zbð10 650Þ peaks with an S-wave Breit-

Wigner function BWðs;M;"Þ ¼
ffiffiffiffiffiffi
M"

p

M2#s#iM"
, where we do

not consider possible s dependence of the resonance width.
To account for the possibility of !ð5SÞ decay to both
Zþ
b !

# and Z#
b !

þ, the amplitudes AZ1
and AZ2

are symme-
trized with respect to !þ and !# transposition. Using
isospin symmetry, the resulting amplitude is written as
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FIG. 1. Dalitz plots for !ð2SÞ!þ!# events in the (a) !ð2SÞ
sidebands; (b) !ð2SÞ signal region. Events to the left of the
vertical line are excluded.
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FIG. 2. Comparison of fit results (open histogram) with ex-
perimental data (points with error bars) for events in the !ð1SÞ
(a),(b), !ð2SÞ (c),(d), and !ð3SÞ (e),(f) signal regions. The
hatched histogram shows the background component.

PRL 108, 122001 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

23 MARCH 2012

122001-3

Figure 1: Examples of spectra of exotic hadrons. Left: spectrum of pentaquark Pc, adopted from R. Aaij

et al., (LHCb collaboration), Phys. Rev. Lett. 122, 222001 (2019). Right: spectrum of tetraquark Zb,

adopted from A. Bondar et al., (Belle Collaboration) Phys. Rev. Lett. 108, 122001 (2012).

Exotic structure candidates (light quark system : u, d, s)

• Λ(1405) : S = −1, I = 0, JP = 1/2− [5]

– Difficult to describe in quark models

uds with orbital angular momentum $ = 1 → ∼ 1.6-1.7 GeV

Experiments : ∼ 1.4 GeV

– K̄N molecular state? Pentaquarks?

• Scalar mesons: σ,κ, f0(980), a0(980), JP = 0+ [6]

– Difficult to describe in quark models

Masses of q̄q states : n̄n(I = 0, I = 1) < n̄s, s̄n < s̄s(I = 0)

Experiments : σ(I = 0) < κ < f0, a0(I = 0, I = 1)

– Meson-meson molecular state? Tetraquarks?

• Flavor quantum numbers can be described by Λ(1405) ∼ uds, Scalar mesons ∼ q̄q

Excitation mechanism of hadrons

• Excitation in constituent quark models : internal excitation (Fig. 2)

• Excitation with q̄q pair creation is possible in QCD → multiquarks and hadronic molecules

• States with same quantum numbers can mix with each other

|Λ(1405) 〉 = C3q|uds 〉+ C5q|udsq̄q 〉+ CMB|MB 〉+ · · · .

How can we determine the weight Ci? Well-defined decomposition?
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Figure 2: Schematic illustration of the excitation mechanisms of baryons.

Decays via strong interaction

• Hadrons of interest are unstable against strong decay

Pc → J/ψ + p

Zb → Υ+ π±

Λ(1405)→ π + Σ

σ → π + π, κ→ π +K, · · ·

In fact, stable hadrons are ∼ 20/360

• Unstable states should be treated as resonances in hadron scattering

Goal and plan of this lecture

• Structure of exotic hadrons

How can we define the “structure” of unstable resonances?

• What are resonance “states”?

– §1 Resonances in quantum mechanics (5 Oct.)

→ eigenstates with complex energy

– §2 Scattering theory primer (12 Oct.)

→ definition of scattering amplitude

– §3 Resonances in scattering theory (12 Oct.)

→ poles of scattering amplitude

– §4 Theory of Feshbach resonances (19 Oct.)

→ bound state embedded in continuum

– §5 Nonrelativistic effective field theory (19 Oct.)

→ description of low-energy scattering

– §6 Compositeness and weak-binding relation (26 Oct.)

→ application to hadron systems
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Relation to other fields

• Nuclear physics

Cluster structure of near-threshold excited states : 8Be ∼ αα, Hoyle state of 12C ∼ ααα, etc.

• Particle physics

Higgs particle : H → γγ, H → ZZ

Observed through the decays into known particles → a resonance

Higgs in the standard model? Composite of new particles?

• Atomic physics

Feshbach resonance by cold atoms [7]

→ controlling scattering length (interaction strength) via external magnetic field

Broad/narrow Feshbach resonance : entrance channel fraction ≈ compositeness

References

• Resonances in quantum mechanics

Textbook : A. Bohm [8], Kukulin-Krasnopol’sky-Horacek [9], N. Moiseyev [10]

Review article : Ashida-Gong-Ueda [11]

• Scattering theory

Textbook : J.R. Taylor [12], R.G. Newton [13]

Review article : Hyodo-Niiyama [14]

• Feshbach resonances

Review articles : Köhler-Góral-Julienne [15], Chin-Grimm-Julienne-Tiesinga [16]

• Effective field theory

Review article : Braaten-Kusunoki-Zhang [17]

• Compositeness and weak-binding relation

Original papers : S. Weinberg [18], Kamiya-Hyodo [19, 20]

Review article : T. Hyodo [21]

JPS journal (in Japanese) : T. Hyodo [22]

• This lecture is partly based on the intensive lectures by Naomichi Hatano (YITP, Kyoto Univ.,

Feb. 2017) and by Yusuke Nishida (YITP, Kyoto Univ., Feb. 2014)

• For Japanese students : 同じ内容の都立大講義の講義ノート（日本語版）が
http://www.comp.tmu.ac.jp/hyodo/2020Tokuron.html

にあります。
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1 Resonances in quantum mechanics

1.1 Overview of resonance states

Resonances and scattering states

• Resonance : quantum mechanically formed quasi-stable “state” which decays as time goes by

• Schrödinger equation is time reversal invariant

↔ Resonances only decay, namely, not invariant under time reversal

Solution breaks symmetry of theory (equation) : spontaneous breaking?

• Decay products are scattering states (continuum) → need for scattering theory

Example) Λ(1405)→ πΣ : Λ(1405) is a resonance in the πΣ scattering

• Inelastic scattering and scattering channels

– Elastic scattering : initial state = final state (πΣ→ πΣ)

– Inelastic scattering : transition to different final states (πΣ→ K̄N , πΣ→ ππΣ, etc.)

– Channels : states connected through inelastic scatterings (πΣ, K̄N , ππΣ, etc.)

• Threshold : lowest energy of scattering states

Example) Threshold is E = 0 if potential vanishes at r →∞

Exercise 1

1) LetΘ be the time-reversal operator. Considering the classical time-reversal operation for the coordinate

r and the momentum p, derive ΘrΘ−1 and ΘpΘ−1.

2) Calculate the commutation relation [Li, pj ] with the angular momentum Li = εijkrjpk (! = 1).

3) To satisfy the same commutation relation [Li, pj ] after the time reversal, it turns out that Θ must be an

antilinear operator (Θαψ = α∗Θψ for α ∈ C,ψ ∈ H whereH is the Hilbert space). When the Hamiltonian

is time-reversal invariant (ΘHΘ−1 = H), show the time-reversal invariance of the Schrödinger equation

i
∂Ψ(r, t)

∂t
= HΨ(r, t),

namely, show that ΘΨ(r, t) follows the same equation.

Characterization of resonances

• Various definitions : how are they related?

– Peak in spectra/cross sections : Fig. 3(a)

– π/2 crossing of phase shift δ(E) : Fig. 3(b)

– Pole of scattering amplitude in complex energy plane : Fig. 3(c)

– Eigenstate of Hamiltonian (with complex energy)
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Figure 3: Schematic illustration of characterization of resonances. (a): peak in total cross section σ(E),

(b) : π/2 crossing of phase shift δ(E), (c) : pole of scattering amplitude.

Shape resonance and Feshbach resonance

• Resonances can be classified into two classes

• Shape resonance, potential resonance : Fig. 4(b)

– Single-channel scattering

Typical potential : short range attraction + repulsive barrier

– Energy E > 0

– Unstable via tunneling effect

• Feshbach resonance : Fig. 4(c)

– Coupled-channel scattering

P : entrance channel, Q : closed channel

– Threshold of Q at E = ∆ > 0 with threshold of P being E = 0

– A bound state of channel Q at 0 < E < ∆

– Unstable via Q→ P transition

• They are different in origin

Method to distinguish → compositeness

E

r

E E

(a) (b) (c)

r r

Δ

VQ

VP

Figure 4: Illustration of resonances. (a) : bound state, (b) : shape resonance, (c) : Feshbach resonance.
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1.2 Resonances as eigenstates of Hamiltonian

• Ref. [23] : To describe α decay of atomic nuclei, imaginary part of eigenenergy is introduced by

hand (opposite sign from current convention Im E < 0)

E = E0 + i
hλ

4π
= E0 + i

!λ
2

λ : decay constant, related to the decay width through Γ = !λ

• Time evolution of wave function (opposite sign from current convention e−iEt)

Ψ(t) ∝ exp{+iEt/!} = exp{+iE0t/!} exp{−λt/2}

Probability decreases exponentially |Ψ(t)|2 ∝ exp{−λt}

• Inconsistent with “expectation value of hermitian operator is real”?

← Space on which the operator acts (domain D(H)) needs to be specified

c.f. definition of hermitian conjugate : 〈H†Ψ,Φ〉 = 〈Ψ, HΦ〉, Ψ,Φ ∈ D(H)

– Eigenvalues are real if D(H) is Hilbert space (∼ square integrable function space L2(Rd))
∫

|Ψ(x)|2dx <∞

If domain is extended, H can have complex eigenvalues

– Example of non-square-integrable wave function : plane wave Ψ(x) ∼ e±ipx

∫ ∞

−∞
|Ψ(x)|2dx =

∫ ∞

−∞
1 dx→∞

Resonances couple with scattering states through decay : non-square-integrable wave function

1.3 Square well potential

Definitions and scattering states

• Schrödinger equation (! = 1,m = 1)
(
−1

2

d2

dr2
+ V (r)

)
χ(r) = Eχ(r), 0 ≤ r ≤ ∞ (1)

– In this unit system, physical quantities are counted by dimension of length

(energy) = (length)−2, (momentum) = (length)−1

– χ(r) ∼ radial wave function of spherical 3d potential : ψ",m(r) =
χ"(r)

r
Y m
" (r̂)

• Attractive square well potential (V0 > 0, Fig. 5(a))

V (r) =





−V0 0 ≤ r ≤ b

0 b < r
(2)
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Figure 5: Width b rectangular potentials. (a) : attraction with depth V0, (b) : repulsion with height V0.

• General solutions (no boundary condition)

χ(r) ∝





e±ikr 0 ≤ r ≤ b, k =

√
2(E + V0)

e±ipr b < r, p =
√
2E

• Scattering solutions (boundary condition χ(r → 0) = 0)

χ(r) =





C sin(kr) 0 ≤ r ≤ b

A−(p)e−ipr +A+(p)e+ipr b < r
(3)

A±(p) =
C

2

[
sin(kb)∓ i

k

p
cos(kb)

]
e∓ipb

– Scattering solutions are not normalizable (non-vanishing at r →∞)

→ Overall normalization C is arbitrary

– A±(p) is determined by continuity of χ and dχ/dr at r = b

– Scattering phase shift is determined by the wave function at r →∞ (see §2)

• Scattering solutions satisfy Schrödinger equation (1) for any E > 0 : continuous spectrum

• Wave e±ipr propagates in ±r direction : A+ (A−) is the amplitude of outgoing (incoming) wave

Discrete eigenstates and boundary conditions

• Discrete eigenstates are obtained by imposing boundary conditions both at r → 0 and r →∞

• Bound state solution : eigenenrgy E < 0⇔ pure imaginary eigenmomentum p =
√
2E

p = iκ, κ > 0

Wave function at r →∞ behaves as

χ(r) = A−(iκ)e+κr +A+(iκ)e−κr (r →∞)
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Table 1: Numerical solutions of Eq. (4) (discrete eigenstates of attractive square well) with V0 = 10b−2.

p [b−1] E = p2/2 [b−2]

Bound state B + 3.68i − 6.78

1st resonance R1 1.06− 1.02i 0.05− 1.08i

2nd resonance R2 6.29− 1.41i 18.8 − 8.86i

3rd resonance R3 9.90− 1.69i 47.6 − 16.8i
...

• Boundary condition : χ(r) is square integrable → eliminate diverging component e+κr

A−(iκ) = 0

For p = iκ, incoming wave (e−ipr) vanishes, leaving outgoing wave (e+ipr) only

• A−(p) = 0 : outgoing boundary condition

tan(
√
p2 + 2V0 b) = −i

√
p2 + 2V0

p
(4)

Substituting p = iκ, we obtain bound state condition for square well potential κ = −k cot(kb)

Resonance solutions

• Bound states : solution of Eq. (4) with pure imaginary p

↔ physical scattering occurs for real and positive p

⇒ bound state solution is obtained by analytic continuation of (4)

• Resonance states : solution of Eq. (4) with complex p

• Attractive square well potential have infinitely many resonance solutions [24, 10]

Table 1 : numerical solutions of Eq. (4) with V0 = 10b−2

Poles of 1/|A−(p)| in complex p plane (Fig. 6)

• Imaginary part of eigenmomentum is negative

p = pR − ipI , pR, pI > 0

behavior of wave function

χ(r)→ A+(p)eipr ∝ eipRr
︸ ︷︷ ︸

oscillation

e+pIr︸ ︷︷ ︸
increasing

χ(r) diverges with oscillation for r →∞, not square integrable (Fig. 6, right)
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Figure 6: Left: contour plot of 1/|A−(p)| of square well potential (2) with V0 = 10b−2. Right : real part

of wave function of the third resonance R3.

1.4 Localization of resonance wave function

Resonance phenomena at real energies

• Only real energies are experimentally accessible

• Repulsive square barrier potential (V0 > 0, Fig. 5(b)) [10, 25]

V (r) =





+V0 0 ≤ r ≤ b

0 b < r

(Solutions of attractive potential are special examples, not suitable to see localization.)

• Condition for solution : replace V0 → −V0 in the solution of attractive case

tan(
√
p2 − 2V0 b) = −i

√
p2 − 2V0

p
(5)

• No bound state solution, but infinitely many resonances mainly in the region E > V0 (Table 2)

(shifting origin of energy to E = +V0, there is attraction for r > b)

• Behavior of scattering wave functions at real energies (Fig. 7)

– Wave function localizes in r < b (interaction region) near resonance energies

– Away from resonances, approximately plane wave

Quantification of localization

• Ratio of amplitudes of interaction region and outer region

χ(r) =





C sin(kr) 0 ≤ r ≤ b

Cout sin(pr + δ) b < r, δ : phase shift
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Table 2: Numerical solutions of Eq. (5) (discrete eigenstates of repulsive barrier) with V0 = 10b−2.

p [b−1] E = p2/2 [b−2]

1st resonance R1 5.37− 0.36i 14.4− 1.9i

2nd resonance R2 7.56− 0.92i 28.2− 6.9i
...
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Figure 7: Localization of wave function. Wave functions at near-resonance energies E = 14.4b−2, E =

28.2b−2 and at far from resonance E = 21b−2 by repulsive square barrier potential with V0 = 10b−2.

• Localization rate R : from continuity at r = b,

R =

∣∣∣∣
C

Cout

∣∣∣∣
2

=

(
1 +

k2 − p2

p2
cos2(kb)

)−1

From p =
√
2E, k =

√
2(E − V0) and V0 > 0, we have k < p, so R ≥ 1

• Numerical calculation : Resonance with small imaginary part (narrow width) localizes strongly

R =






3.05 (E = 14.4b−2, first resonance)

1.00 (E = 21b−2)

1.49 (E = 28.2b−2, second resonance)

1.5 Summary of §1

• Discrete eigenstates ← outgoing boundary condition

• Resonances : eigenstates of Hamiltonian with complex eigenenergy

(Same with bound states, analytic continuation of eigenmomentum)

• Resonance wave function

– diverges at r →∞ (complex p)

– localises in interaction region (real p)
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