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ABSTRACT

Many hydrological hazards are closely connected to local precipitation (extremes), especially in small and urban

catchments. The use of regional climate model (RCM) data for small-scale hydrological climate change impact

assessment has long been nearly unfeasible because of the low spatial resolution. TheRCMresolution is, however,

rapidly increasing, approaching the size of small catchments and thus potentially increasing the applicability of

RCM data for this purpose. The objective of this study is to explore to what degree subhourly temporal pre-

cipitation statistics in an RCM converge to observed point statistics when gradually increasing the resolution from

50 to 6km. This study uses precipitation simulated by RCA3 at seven locations in southern Sweden during 1995–

2008. A positive impact of higher resolution was most clearly manifested in 10-yr intensity–duration–frequency

(IDF) curves. At 50km the intensities are underestimated by 50%–90%, but at 6km they are nearly unbiased,

when averaged over all locations and durations. Thus, at 6 km, RCA3 apparently generates low-frequency sub-

daily extremes that resemble the values found in point observations. Also, the reproduction of short-term vari-

ability and less extreme maxima were overall improved with increasing resolution. For monthly totals, a slightly

increased overestimation with increasing resolution was found. The bias in terms of wet fraction and wet spell

characteristics was overall not strongly dependent on resolution. These metrics are, however, influenced by the

cutoff threshold used to separate between wet and dry time steps as well as the wet spell definition.

1. Introduction

Hydrological simulation and prediction in small

catchments depend strongly on input representing local

precipitation at short (subhourly) time steps. This is

particularly the case in urban environments, where the

combination of small catchments (often below 1km2)

and a large fraction of impervious surface makes the

runoff process extremely fast. Usually, the precipitation

input comes from a single gauge with a temporal reso-

lution down to single seconds (e.g., a tipping bucket). At

these resolutions, the temporal structure of preci-

pitation is characterized by an extreme variability and

a well-defined intermittency, accurately describing

the alternating sequences of wet and dry spells (e.g.,

Restrepo-Posada and Eagleson 1982). The extremes are

often characterized by constructing intensity–duration–

frequency (IDF) curves, which are widely used in urban

hydrological engineering and design (e.g., Maidment

1993). Climate change is generally expected to alter pre-

cipitation statistics, notably toward more intense ex-

tremes (e.g., Trenberth et al. 2007), and estimation of

future statistics on the local scale is thus a key component

for designing water management systems in a resilient

and climate-proof way.

Small-scale hydrological climate change impact assess-

ment is generally performed using results from regional

climate models (RCMs). Although commonly available,

RCM results typically have a daily resolution; the attain-

able RCM output time step may be close to the re-

quirements for small-scale hydrology (e.g., 30min; Olsson
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et al. 2009). The typical spatial resolution (25–50km) is,

however, fundamentally different from the point scale, and

the temporal structure of spatially averaged precipitation

differs substantially from that of point-scale precipitation.

To tackle this discrepancy, various methods to downscale

the RCM results to local scale have been developed and

applied. Approaches made include the Delta change

concept, empirical transfer functions, weather type analy-

ses, and conditional stochasticmodeling [seeWillems et al.

(2012) for an overview].

The spatial resolution of RCMs is, however, constantly

increasing, up to 5 km and even higher in recent experi-

ments (e.g., Kendon et al. 2012; Chan et al. 2013). Higher

resolution improves not only the land surface represen-

tation, such as steep topographical gradients, but also the

possibility to simulate important small-scale precipitation

processes.With increasing resolution, the dynamics of the

RCM start to resolve deep convection. Most convective

phenomena are generally considered to be sufficiently

resolved at less than about 5-km horizontal grid spacing.

This allows switching off parameterizations of deep

convection, which is a large source of error in model

simulations (e.g., Prein et al. 2013).

In several recent studies, the impact of an increased

RCM resolution (and sometimes also changed setup) on

precipitation characteristics has been evaluated, and in

the following some examples are given. In terms of

monthly or seasonal totals, van Roosmalen et al. (2010)

investigated the impact of using 50-, 25-, and 12.5-km

resolutions in a 30-yr run of HIRHAM, version 4, for

Denmark. Generally, monthly totals increased with in-

creasing resolution, which in most cases improved the

agreement with observations, especially in summer.

Tripathi and Dominguez (2013) used 10- and 50-km

setups of the WRF Model and evaluated 32-yr simula-

tions for the southwestern United States. Generally,

precipitation amounts increased with increasing reso-

lution, thereby increasing the wet bias, particularly in

summer. Chan et al. (2013) found an improvement in

especially orographic precipitation over Britain at 12 km

compared to 50-km versions of the RCMHadley Centre

Global Environment Model, version 3–Regional At-

mosphere (HadGEM3-RA). They also showed that the

Met Office Unified Model at 1.5-km resolution (UKV

model) was not clearly improving precipitation re-

garding average intensities, compared with the 12- and

50-km versions.

In terms of heavy precipitation and the diurnal cycle,

two studies of 10-yr runs for southern England with a

12-km RCM (HadGEM3-RA) and a nested 1.5-km

forecast model (UKV model) run in climate mode

showed that very heavy precipitation (.99th percentile)

was underestimated in the 12-km run but overestimated

in the 1.5-km run (Kendon et al. 2012; Chan et al. 2013).

Tripathi and Dominguez (2013) found that large (.90th

percentile) 3- and 24-h summer events were better

captured in the 10-km run than in the 50-km run. Berg

et al. (2013b) investigated precipitation intensity distri-

butions from two GCMs and several regional downscal-

ings thereof with the models CLM, WRF, and Regional

Model (REMO) over Germany at 50- and 7-km resolu-

tions. They found the GCMs to perform rather well when

compared to observations remapped to the same spatial

resolution; however, at higher resolutions, theRCMsbring

added value, and the 7-km simulations had extremes

similar to observations. Walther et al. (2013) obtained an

improved reproduction of the observed afternoon pre-

cipitation peak in Sweden when increasing the resolution

of RCA3 from 50 to 6km.

A key feature of temporal precipitation generally not

considered in RCM evaluation is the clustering of wet

time steps into events, separated by dry periods. It must

be emphasized that the prospect of event separation and

analysis is highly dependent upon the temporal resolution

of the data. It is sometimes performed using daily data, by

distinguishing between 1-day, 2-day, etc., events (e.g.,

Heinrich and Gobiet 2012). This is certainly doable, but

with a daily time step the connections to the physical

mechanisms of precipitation generation become weak. A

wet day may represent precipitation anywhere between

a few minutes (a short shower, or possibly several) and

24h (a slowly propagating front); a 2-day event may in

reality have been caused by a fewminutes of precipitation

around midnight. With a (sub)hourly time step, the time

series’ events represent their ‘‘true’’ characteristics and

thus directly reflect the physical mechanisms. Analyzing

event-based characteristics of subdaily RCM time series

is therefore a potential way of diagnosing the model’s

ability to simulate the physical mechanisms (e.g., Haerter

et al. 2010; Berg et al. 2013a), but to our knowledge, this

approach has been used only to a very limited extent.

Kendon et al. (2012) found a distinct improvement of

both the duration of heavy precipitation events and the

amount of dry spells in the 1.5-km run as compared with

the 12-km run.

The objective of this paper is to add to current

knowledge with respect to the impact of RCM spatial

resolution on the reproduction of temporal precipitation

statistics. This is achieved by using precipitation data

fromRCM runs at resolutions of 50, 25, 12.5, and 6.25km

and comparing with point observations from seven loca-

tions in southern Sweden. The key underlying question is

to what degree the higher-resolution RCM runs are able

to approach subdaily variability and extremes as esti-

mated from point observations. Compared with previous

studies we use (i) a higher, subhourly (30min) temporal
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resolution and (ii) a more complete suite of evaluation

metrics that, besides conventional descriptive statistics,

includes extreme statistics (IDF curves) and event-based

measures (number, depth, and duration of wet spells).

The results obtained are interpreted in terms of RCM

limitations and future research needs.

2. Material and initial assessment

Themain reference data comprise 30-min precipitation

time series (accumulations) from seven locations in

southern Sweden (Fig. 1; approximately 558–608N and

118–198E): Arvika (Arv), Göteborg (Göt), Gladhammar
(Gla), Lidköping (Lid), Malmö (Mal), Stockholm (Sto),
and Växjö (Väx). The area may be characterized as
temperate rainy, without dry seasons but with warm
summers (Johannessen 1970). The large-scale airflow is

mainly southwesterly year-round, which brings warm,

moist Atlantic air to the area. Over the area, air masses

converge at the polar front, situated at 508N as an annual

average but shifting northward in summer and southward

in winter. Cyclonic activity along the front is most intense

inwinter, because of greater temperature contrasts. Thus,

large-scale synoptic convergence and frontal systems

are the dominant mechanisms from autumn to spring,

whereas in summer (mainly July and August) pre-

cipitation is also generated bymesoscale convection (e.g.,

Dai 2001).

The 30-min data come from a network of automatic

stations managed by the Swedish Meteorological and

Hydrological Institute, initiated in 1995. The selection

was made with the dual aim of (i) covering as much as

possible of southern Sweden and (ii) using gauges with

a minimum of missing data. The gauges are of a weigh-

ing type (Geonor) with a resolution of 0.1mm. Missing

data amounted to 3.8%, and to obtain complete time

series for the event-based analysis, missing periods were

filled in by data from the same period in the nearest year

that the gauge was functional, making sure no extreme

values were copied in the procedure. The 30-min data

were obtained by aggregating the original 15-min data

two by two after careful quality control.

A second source of precipitation reference data is from

the Precipitation and Temperature for the Hydrologiska

Byråns Vattenbalansavdelning (HBV) model (PTHBV)
database, comprising daily gridded (4 3 4 km2) his-

torical fields of precipitation and temperature over

Sweden. The precipitation grid is created by optimal

interpolation from all available stations, corrected for

observation losses. In the interpolation scheme, to-

pography as well as frequencies of wind direction and

wind speed are taken into account (Johansson 2000;

Johansson and Chen 2003).

Climate data from RCA3 (Kjellström et al. 2005;
Samuelsson et al. 2011) have been used. In an experi-

ment, the model was set up at four different spatial res-

olutions: 50 3 50, 25 3 25, 12.5 3 12.5, and 6.25 3
6.25km2 (in the following, we refer to the different res-

olutions as 50, 25, 12, and 6km). The simulations were

performed over a period of several years, and some

model development took place in between. Thus, the

model code is not identical for all experiments, but

the differences can be considered minor. RCA3 uses the

Kain–Fritsch parameterization for convective processes

(Kain and Fritsch 1993). This scheme has the advantage

that it only parameterizes up- and downdrafts and not

mesoscale motions, which are resolution dependent as

they are resolved to a larger extent with increasing reso-

lution (Jones et al. 2004). The domain was of all Europe

(on the so-called ENSEMBLES grid) for all resolutions

and the simulation period 1987–2008. The boundary fields

in this simulation are based on the 40-yr EuropeanCentre

for Medium-Range Weather Forecasts (ECMWF) Re-

Analysis (ERA-40) until mid-2002 and operational

ECMWF analyses during the rest of the simulation pe-

riod. These simulations thus represent RCA3 perfor-

mance under optimal forcing, as the boundary is to a large

degree based on observed meteorological fields.

FIG. 1. Map of the investigation area in southern Sweden. Station

locations are marked with a red triangle, and the surrounding clus-

ters of nine white squares indicate the approximate 150 3 150km2

area used for the RCM data.
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From the RCA3 simulations, 30-min precipitation time

series from gridcell matrices centered over each location

(Fig. 1) were extracted. The area covered is 150 3
150km2 (22 500km2), which corresponds to a 3 3 3 ma-

trix (9 cells) at 50-km resolution, as shown in Fig. 1. To

avoid spurious features and reduce statistical scatter, it is

important to include more than single grid cells in the

analysis. To ensure spatial consistency, data from the

same 150 3 150 km2 areas are used at the higher resolu-

tions, corresponding to a 63 6 matrix (36 cells) at 25km,

12 3 12 matrix (144 cells) at 12 km, and 24 3 24 matrix

(576 cells) at 6 km. The gauge resolution 0.1mm is also

used as the cutoff threshold for the RCM data (i.e., all

values,0.1mm are set to zero), neglecting any impact of

the gridcell area. The overlapping period used in the

analysis below is 1995–2008.

Assessment of spatial realism

The subdaily temporal analyses below (section 3) are

based on the hypothesis that at some high enough spatial

resolution, precipitation statistics become effectively

indistinguishable from point statistics. Our objective is

to examine how this convergence is manifested in these

RCM data. Therefore, we neglect any influence of RCM

gridcell area but treat all RCM data as representing the

point scale, performing exactly the same calculations as

for the point observations without any adjustment. To

justify this comparison of ‘‘apples versus oranges,’’ and

to complement the point-scale analyses below, an initial

assessment of the spatial realism in RCA3 was per-

formed. In this assessment, PTHBV and RCA3 data

during the entire period (1995–2009) in the 150 3
150 km2 box surrounding station Växjö (Fig. 1) were

compared. This is the only box that does not contain

a substantial fraction of water (sea or lake), where

PTHBV is not defined. PTHBV precipitation data were

aggregated to approximate resolutions 12, 25, and

50 km, producing matrices very similar to the RCA3

ones at these resolutions. As the 6-km resolution cannot

be attained by direct aggregation of PTHBV grid cells,

to avoid interpolation effects, we do not consider this

resolution in this assessment.

Two types of analyses were performed: spatial corre-

lation function and spatial coefficient of variation. In the

former, the correlation coefficient (CC) was first calcu-

lated between daily time series from all possible pairs of

grid cells and then plotted as a function of separation

distance. At the 12-km resolution, the data sources ex-

hibit a very similar behavior with slightly convex func-

tions decreasing from a CC of almost 1 at the minimum

separation distance 12 km to CC ’ 0.5 at the maximum

distance of almost 200 km (Fig. 2a). The only difference

is a slightly higher correlation for short distances in the

PTHBV data. For both data sources, the correlation

functions at resolutions of 25 and 50 km (not shown) are

very similar to the ones at 12 km.

In the analysis of the coefficient of variation (CV; ratio

of standard deviation to mean value), spatial CVs were

calculated for daily fields. Only days with a high mean

precipitation were included, to avoid insignificant driz-

zle and events covering only a small fraction of the total

area. A threshold of 15mmday21 turned out to generate

large enough samples (for robust statistics) of days with

significant precipitation events. For each selected day,

CV was calculated from all gridcell values in the matrix

after which monthly mean CVs were calculated. At

a resolution of 50 km, PTHBV exhibits a very distinct

annual cycle with a low CV in the winter, reflecting

smooth, frontal-type precipitation fields, and a summer

peak reflecting the presence of convective cells sub-

stantially increasing the variability (Fig. 2b). RCA3 re-

produces this cycle well, except for an underestimated

CV in April and in the autumn. At higher resolutions,

the shape of the annual cycle is essentially retained, but

it is shifted upward, reflecting an increased variability as

the level of spatial detail increases. The difference be-

tween 12 and 25 km is rather small, and in some months

the 25-km CV is similar to or even higher than (August)

the 12-kmCV (Fig. 2b). Also at these resolutions, RCA3

captures the properties of the PTHBV data well.

Overall, these analyses have demonstrated that RCA3

is capable of reproducing the spatial structure and vari-

ability of precipitation in the region at the daily scale. In

light of this, it may be assumed that observed local, short-

term precipitation statistics may also be approached as

spatial resolution increases. This assumption is inves-

tigated in the following.

3. Methods

To assess the RCM-simulated precipitation, we use

a range of statistical evaluation metrics, divided into

three categories: conventional statistics, IDF curves, and

event-based statistics.

a. Conventional statistics

These included the following metrics: total accumu-

lated precipitation Ptot (mm); maximum precipitation

intensity Imax [mm (30min)21]; wet fractionWF, that is,

the fraction of 30-min time steps with precipitation .
0.1mm (%); precipitation intensity in the wet fraction

IWF [mm (30min)21]; and standard deviation of pre-

cipitation intensity in the wet fraction [std dev(IWF);

mm (30min)21].

It should be emphasized that the wet fraction, as well as

the wet spell properties described below, are influenced
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by the definitions of wet and dry time step. For example,

using a cutoff threshold other than 0.1mm for the RCA3

data will generate different wet fractions and different

sets of wet spells, which will agree more or less with the

observed values (e.g., Bärring et al. 2006). Further, it
could be considered to express the cutoff threshold as

a function of spatial resolution. Here, as mentioned

above, in order to facilitate interpretation, we use the

same lower limit for nonzero precipitation in all data

(0.1mm) and discuss the implications of this choice

whenever relevant.

b. IDF curves

For each time series, annual maxima of durations d 5
30min, 1h, 3h, 6h, 12h, and 1 daywere calculated by using

a moving time window (note that in this case, ‘‘duration’’

does not imply from the beginning to the end of an event,

but only the length of the time window). For all durations,

the Gumbel distribution was fitted to these sets of 14 an-

nual maxima. The Gumbel distribution belongs to the

generalized extreme value (GEV) family of distributions,

whose members are defined by the value of the shape pa-

rameter u. The case u5 0 gives aGumbel distribution, u.
0 gives a Fréchet distribution, and u , 0 gives a Weibull

distribution (also called GEV types I, II, and III; WMO

1981). TheGumbel distribution has previously been found

suitable for 30-min precipitation extremes from RCA3

(Olsson and Foster 2013), and for consistency, it is used

here to model also the extremes in the observed time se-

ries. The goodness of fit was evaluated by visual inspection

(Fig. 3) and was determined to be sufficient for using the

Gumbel distribution also for the observations. From the

fittedGumbel distributions, 10-yr intensities corresponding

to each duration I10d were estimated [mm (30min)21].

c. Event-based statistics

In an event-based analysis of precipitation time se-

ries, a minimum dry period needs to be defined that

determines if two adjacent wet periods are to be con-

sidered independent or part of the same wet spell. Al-

though some theoretical methods have been developed

for this purpose (e.g., Restrepo-Posada and Eagleson

1982), here we used a minimum dry period of 2 h, which

is an established value in analyses of Swedish high-

resolution precipitation data (e.g., Hernebring 2006).

Thus, wet spells were allowed to contain dry periods of

up to 1.5 h.

The identified wet spells were characterized in terms

of three metrics:

number of wet spells WSnr;

wet spell length WSlen, that is, from the first time step

preceded by at least 2 dry hours to the last time step

succeeded by at least 2 dry hours (h); and

wet spell depth WSdep, that is, accumulated precipi-

tation depth from all time steps included in the wet

spell (mm). Each wet spell was assigned to the

month of its central time step.

d. Application to data

All the above calculations were performed for each

observed time series. Conventional and event-based

FIG. 2. For the Växjö box in PTHBV and RCA3 (a) CC as a function of separation distance at 12- km resolution
where the lines represent polynomial regressions and (b) monthly averages of daily spatial CV at resolutions of 50,
25, and 12 km.
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statistics were calculated for each month in the period

and then averaged over all 14 years, that is,

Mobs
m 5

�
2008

y51995

Mobs
y,m

14
, (1)

whereMobs
y,m represents one of the conventional or event-

based metrics M described above, calculated for obser-

vations in year y and month m.

Concerning the RCA3 data, for conventional and

event-based statistics the calculations were performed in

a similar way as for the observations [Eq. (1)] for each

gridcell time series separately, after which the results

were averaged over all grid cells of the same size in each

location’s matrix, that is,

M
RCA
m 5

�
N

c51
�
N

r51

MRCA
m,c,r

N2
, (2)

whereM
RCA

m denotes a metricM calculated using RCA3

data by spatially averaging over all columns c and rows r

in the N 3 N matrix corresponding to a certain RCA3

resolution. Similarly, the 10-yr intensities I10 were av-

eraged according to

I10
RCA
d 5

�
N

c51
�
N

r51

I10RCA
d,c,r

N2
, (3)

where I10
RCA

d denotes the average intensity for duration d.

The comparison between observations and RCA3

data is made mainly in terms of relative bias B of the

different statistics. For conventional and event-based

statistics, bias is calculated as

Bm5 100

2
4(M

RCA
m 2MOBS

m )

MOBS
m

3
5 , (4)

and for I10 bias is calculated as

Bd 5 100

2
4(I10

RCA
d 2 I10OBS

d )

I10OBS
d

3
5 , (5)

where Bm and Bd represent month- and duration-

specific bias (%), respectively.

Besides this main approach, two sensitivity tests were

performed in order to evaluate different aspects of the

chosen methodology. One issue concerns the different

RCM grid sizes used. As mentioned in section 2, all

RCM data are treated as point-scale data despite rep-

resenting different areas and, in turn, different pre-

cipitation characteristics. To assess any statistical effect

related only to the grid size and to understand the im-

pact on, for example, wet spell characteristics, the data

at resolutions 25, 12, and 6 km were mapped (averaged)

to the 33 3 matrix at 50-km resolution and evaluated in

terms of the above statistics. This way, the influence of

spatial resolution on the results is eliminated and dif-

ferences between the RCM runs may be assessed on

equal terms.

Another issue concerns the different number of grid

cells at the different resolutions, at each location ranging

from 9 at 50km to 576 at 6km, and any related impact on

the results. In a second sensitivity test, this was investigated

FIG. 3. Example of Gumbel fits (lines) to annual max of different durations (symbols) for the

Växjö station.

APRIL 2015 OL S SON ET AL . 539



by using a 3 3 3 matrix at all RCM resolutions. Thus, at

each gauge, a variable surrounding area ranging from

22500km2 at 50km down to 324km2 at 6km was used. In

terms of a neighborhood approach, this amounts to using

a 1.5 RCM gridcell radius in the evaluation, as a comple-

ment to the fixed 75-km radius (i.e., 1.5 50-kmcells) used in

the main approach.

4. Results

The total result of the study is summarized in Table 1.

Here, the relative bias of all statistics considered is

given, averaged over the whole 14-yr period and all

seven locations. The dependency on location is rather

weak, but in relative terms the bias appears overall

consistent within the area studied. Exceptions from this

general tendency are noted below. However, there is in

general a pronounced seasonal dependency of the bias.

In sections 4a and 4c below, the results in Table 1 are

complemented with graphical evaluations of the statis-

tics’ annual cycle, both in the reference observations and

in the RCA3 bias. Concerning the latter, the results for

each month have been averaged over all 14 years of data

and all seven locations. As the IDF curves are based on

annual maxima, seasonal dependency is not relevant.

There is, however, a clear dependency on duration

(Table 1) and this is thus illustrated in the graphical

evaluation (section 4b).

a. Conventional statistics

In southern Sweden, the largest amounts of pre-

cipitation generally fall during summer (e.g., Kjellström
et al. 2011), and this is overall reflected in the observations

used here (Fig. 4a). The stationGöteborg, however, differs
from the other stations in that monthly totals during au-
tumn and early winter equal to or even exceeded the
summer totals in the 14-yr period considered. This feature
was verified in the long-term climatology for Göteborg
(1961–90), which also exhibits higher precipitation totals in
autumn than in summer.

At 50-km resolution, the RCA3 bias is generally posi-

tive with a value up to 120%, but there are also months

with a similar negative bias (Fig. 4b) and where no sea-

sonal pattern is apparent. Averaged over all months,

a slight positive bias of 15% is found (Table 1). The re-

sults may be compared with Kjellström et al. (2011), who
evaluated seasonal totals from the samemodel run (period

1961–90)with griddedobservations (E-OBS;Haylock et al.

2008). In southern Sweden they found a slight positive

bias in winter, in agreement with our results, but a more

pronounced overestimation in summer. This is likely

due to an underestimation of extreme precipitation

in E-OBS (Hofstra et al. 2009), which has a larger

influence on the summertime precipitation in this part

of Europe. A comparison between the station mea-

surements and E-OBS confirmed this underestimation

also in the monthly totals.

The results are overall similar at 25 km, but at the

highest resolutions the bias becomes more positive,

reaching125% at 6 km. At this resolution there are no

months with a negative bias, but high values between

130% and 150% are found for August, October,

January, and February (Fig. 4b). This pattern is overall

consistent in all locations, except that Stockholm has

a smaller positive bias in January and February. Av-

eraged over all months and resolutions, the bias is

largest in Lidköping (121%) and smallest in Göteborg
(24%); the latter is likely related to the high pre-

cipitation amounts in the observations (Fig. 4a). The

inconsistent bias between the stations, especially for

coastal and inland stations, could point to a model

deficiency. It could also be an effect of ocean grid cells

being included in the investigated area, as these can

have rather different climate due to, for example, oro-

graphic precipitation. Inspection of time series from single

inland grid cells close to the stations, however, indicates

an overall similar bias as for the total gridcell matrices.

The region’s climatology described in section 2 implies

a prevalence of frontal, long-lasting, widespread pre-

cipitation of low-to-moderate intensity in winter and

convective, short-lived, localized, high-intensity storms in

summer. Thus the highest intensities are expected in

summer, which is reflected in the observations of maxi-

mum 30-min precipitation, exhibiting a distinct annual

cycle with a peak in July–August (Fig. 5a). There is

a limited variation between the locations, but Göteborg
stands out with the highest annual maximum (in August)
as well as the highest value in most other months.

TABLE 1. Values ofB (%) in all statistics considered, averaged over

the whole 14-yr period and all seven locations.

50 km 25km 12km 6km

Conventional

statistics

Ptot 15 14 110 122

Imax 255 245 235 22

WF 161 155 159 164

Avg (IWF) 234 231 229 222

Std dev (IWF) 262 253 246 215

IDF curves

(10 yr)

30-min intensity 286 275 250 213

1-h intensity 284 268 241 211

2-h intensity 276 253 220 0

3-h intensity 268 240 29 17

6-h intensity 253 225 26 16

12-h intensity 250 227 216 11

24-h intensity 254 235 225 26

Event-based

measures

WSnr 112 113 116 123

WSdep 21 28 212 27

WSlen 164 130 124 141
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In the 50-km RCA3 simulation, the bias has a distinct

annual cycle (Fig. 5b), being smallest in winter

(;240%) and largest in summer (;270%), with an

average value of 253% (Table 1). Generally, a pro-

nounced negative bias is expected in light of the large

difference in scale between the point observations and

the RCA3 grid. The inherent spatial averaging in the

latter will by construction lead to lower maxima. The

annual cycle of the bias reflects the expected annual

cycle of areal reduction factors (ARFs), with higher

ARFs (i.e., lower reduction) in winter when the maxima

are related to large-scale fields and vice versa in sum-

mer when the maxima are localized (e.g., Allen and

DeGaetano 2005). A further source of the higher sum-

mer bias is likely limitations in the parameterization of

convective precipitation in RCA3.

As theRCA3 resolution increases to 25 and 12 km, the

annual cycle gradually improves, mainly because of

a decreased bias in summer (Fig. 5b). This implies that,

in terms of the highest intensities, the increased resolu-

tion is mainly beneficial for improving the reproduction

of localized summer maxima, although a substantial

negative bias still exists at 12 km.At 6 km the total bias is

only 22% (Table 1), but Fig. 5b reveals that this is

a clear case of compensating errors. As compared with

the 12-km run, there is in the 6-km run a general bias

reduction in spring and summer, although it is similar

to the 12-km run in July and August. In late autumn

(October–November), the 6-km run is essentially un-

biased, but in winter there is a pronounced positive

bias in the monthly maximum intensity, especially in

January–February (Fig. 4b). This implies that the sim-

ulated monthly maximum intensities in the 6-km run are

of a similar magnitude [3–4mm (30min)21] throughout

the year. As was the case for total precipitation, the

pattern is similar in all stations but less pronounced in

Stockholm.

At a 30-min resolution, the wet fraction in the obser-

vations range from 10%–12% of the time during late

autumn and winter to 5%–6% in summer, with limited

variation between the locations (Fig. 6a). This reflects

the dominant mechanisms and their associated dura-

tions: long, frontal-type events in autumn andwinter and

short, convective-type events in summer. As a spatial

average by construction has a larger probability of pre-

cipitation than a point, the RCA3 data are expected to

have a positive bias, which is also the case (Fig. 6b).

Between November and April, the bias is ;130% and

almost independent of theRCA3 resolution. In summer,

the bias reaches from 1100% to 1150% and generally

increases with increasing resolution. This might be re-

lated to drizzle and the dependency on the definition of

FIG. 4. (a) Observed annual cycle of Ptot at each location averaged over 1995–2008. (b) Average annual cycle Bm in

the RCA3 simulations with resolutions of 50, 25, 12, and 6 km, averaged over the seven locations.

FIG. 5. As in Fig. 4, but for Imax.
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a wet time step. For example, when increasing the limit

of what is considered wet from 0.1 to 0.5mm, the bias

turns negative in winter but remains positive in summer.

This is partly an effect of the inherent spatial averaging

in the models. This averaging shifts the intensity distri-

bution toward lower intensities, increasing the proba-

bility of occurrence of lower intensities and decreasing

the probability of higher intensities. The point of tran-

sition determines the intensity for which the wet fraction

changes sign when comparing point data to spatial av-

erages. This point is not straightforward to calculate as

it depends on the spatial structure of the precipitat-

ing system. Besides this statistical effect, there is a ten-

dency for RCA3 to produce excessive drizzle, which

further increases the probability of low-intensity rain-

fall. This too can have large consequences for the wet

fraction bias and might be a larger problem for sum-

mertime precipitation if produced by the convective

parameterization.

As the monthly total generally peaks in summer

(Fig. 4a), when the wet fraction is at its minimum

(Fig. 6a), the mean precipitation intensity during wet

periods has an even more distinct summer peak than

the monthly totals (Fig. 7a). As for the monthly totals,

the highest values are generally found in the Göteborg
station.
Concerning RCA3, as the bias in monthly totals is

relatively limited (Fig. 4b) but the wet fraction is clearly

overestimated (Fig. 6b), the intensity during wet periods

is underestimated (Fig. 7b). In summer, the under-

estimation approaches 250% and is independent of the

RCA3 resolution. Also during the rest of the year, the

result is similar for resolutions of 50, 25, and 12km, but for

6 km the underestimation is less pronounced. In February

the intensity is even overestimated in the 6-km run; the

strongly overestimated February total in the 6-km run

(Fig. 4b) is thus a combined effect of overestimations

of both wet fraction and wet intensity. There is some

variability between the stations. Averaged over all

months and resolutions, the bias is smallest in Arvika

(219%) and largest in Göteborg (238%).

The standard deviation of the wet fraction intensity is

very similar to the maximum 30-min intensity (Fig. 5),

both in terms of the annual cycle in the observations

(Fig. 8a) and the character of the RCA3 bias (Fig. 8b).

Thus, the standard deviation is clearly underestimated

in RCA3, with a magnitude that decreases with in-

creasing resolution (Table 1). A notable feature is the

change to a strong overestimation in the 6-km RCA3

run during January–February.

b. IDF curves

In the observations, the 10-yr intensity associated with

1-day duration ranges between 1.94 (Lidköping) and
3.45mmh21 (Göteborg) (Fig. 9a). These values corre-

spond to daily totals of 46.5 and 82.9mm, respectively.

Averaged over all stations, the 10-yr 1-day duration total

is 59.0mm. This can be compared with the study by

Wern and German (2009), who found an average value

for Sweden of 53.4mm by analyzing precipitation data

from 114 stations during the same period as in this study

(1995–2008). Also, for shorter durations, the 10-yr in-

tensities in this study are higher than in Wern and

German (2009), by ;20% on average. This partly re-

flects a tendency to higher values in southern than in

northern Sweden (Wern and German 2009). The dif-

ference may also be a result of the fact that Wern and

German (2009) used a nonzero value of the u parameter

(section 3), calculated as an average value from in-

dividual fitting to all stations.

Concerning the RCA3 simulation at 50-km resolu-

tion, there is a strong negative bias (Fig. 9b) that, as

discussed in connection with Fig. 5, is a natural conse-

quence of spatial averaging. The underestimation at

duration 30min,286% (Table 1), can be compared with

the value 272% for the maximum 30-min intensity in

summer (August; Fig. 5b). The more unusual 10-yr in-

tensity is thus underestimated to a larger degree than the

FIG. 6. As in Fig. 4, but for WF.
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annual average maximum intensity. There is a clear

trend of decreasing bias with increasing duration (Table

1). This is a likely reflection of the fact that while the

shortest-duration extremes are often related to very

localized precipitation fields, longer-duration extremes

are gradually more likely to be associated with larger-

scale fields (e.g., Olsson et al. 2014). As RCA3 is able to

better represent the latter, the pattern in Fig. 9b may be

expected.

Increasing the resolution gradually reduces the bias.

The increase from 50 to 25 km mainly reduces the bias

for the longer durations considered. This might be due

to more realistic large-scale circulation at the higher

resolution that affects the paths of large-scale fronts.

The increase from 25 to 12 km mainly reduces the bias

for the shorter durations, which might be due to better-

resolved small-scale processes related to orography and

convective processes. At 6 km, the 10-yr intensities are

almost unbiased for durations between 2 h and 1 day

(Fig. 9b, Table 1). For the shortest durations, a bias from

210% to +15% still remains.

The variations between different locations are illus-

trated in Figs. 9c and 9d, representing the two extreme

cases with respect to how the 6-km RCA3 IDF curve

matches the observations at short durations. In Stockholm,

the 6-km IDF curve strongly underestimates the

shortest-duration extremes, by ;50% (Fig. 9c). In

Malmö, however, they are overestimated by ;30%

(Fig. 9d). Also, for the longer durations, the bias ranges

approximately640% for the different stations. It should

be remarked that a pronounced statistical scatter is ex-

pected in the procedure of fitting theGumbel distribution

to (a rather limited set of) annual maxima.

c. Event-based statistics

In the observations, the number of wet spells per

month is smallest in spring (;5) and largest in summer

(;8; Fig. 10a). Generally, the Göteborg station registers
the largest number of wet spells; in late autumn and early
winter there are 2–3 more wet spells per month than in

the other stations.

RCA3 generally overestimates the number of wet

spells (Fig. 10b). Overall, the overestimation is of similar

magnitude throughout the year, although there are

substantial month-to-month variations. In actual num-

bers, the overestimation is limited. The average bias at

50-km resolution (112%; Table 1) corresponds to 0.67

excessive wet spells per month and year, that is, for each

month, two excessive wet spells are generated over a

3-yr period. The bias increases with increasing resolu-

tion, up to 123% at 6 km (Table 1), that is, the higher

the resolution, the more wet spells are generated. As

noted above (section 3), the definition of the wet spells is

dependent on the gauge precision (in the observations)

FIG. 7. As in Fig. 4, but for IWF.

FIG. 8. As in Fig. 4, but for std dev (IWF).
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and the cutoff limit separating between wet and dry time

steps (in the RCM data). Thus, for this statistic there

also is a sensitivity issue with the results that is difficult

to account for. For example, a weak convective event

might be counted in one grid cell at a high resolution,

but when averaged on a coarser grid, it might be below

the wet limit and thus not counted. There is also the

influence of excessive drizzle that might be affecting

results.

In the observations, the average depth of wet spells is

generally 5–6mm in winter and 8–9mm in summer

(Fig. 11a). At 50-km resolution, the RCA3 bias is gen-

erally within 610% (Fig. 11b) with an average of 21%

(Table 1). There is a weak tendency of overestimated

depths in winter and underestimated depths in spring

and summer. Increasing the resolution leads to a slight

negative bias with a principally similar annual pattern.

At 6 km there is larger spread in the bias across different

months (;625%; Fig. 11b).

The observed average length of wet spells is ;8 h in

the winter half-year but drops to 4–5 h in summer, re-

flecting the occurrence of short, convective-type rainfall

events (Fig. 12a). In this case, the Arvika station stands

out with the longest average wet spell length during

most of the year.

At 50-km resolution, there is a strong positive bias in

the RCA3 simulation, ranging from 135% in winter to

more than 1100% in summer. This is at least partly an

effect of spatial averaging; a precipitation field will re-

main longer within a certain area than over a certain

FIG. 9. (a) The 10-yr IDF curves calculated from observations at each location and (b) Bd in the RCA3 simulations

averaged over the seven locations. Observed and simulated IDF curves for (c) Stockholm and (d) Malmö.

FIG. 10. As in Fig. 4, but for WSnr.
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point. In relative terms, this effect will increase with de-

creasingwet spell length, in linewith the results in Fig. 12b.

Another effect is possible prolongation of the wet spells

due to drizzle before or after the actual event. The es-

sentially unbiased reproduction of the observed wet spell

depths in the 50-km RCA3 resolution (Table 1) is thus

actually generated by longer wet spells (Fig. 12b) with

a lower average intensity (Fig. 7b).

As theRCA3 resolution increases to 25 and 12 km, the

wet spell length bias is substantially reduced. At 12 km,

the bias is ;115% in winter and ;135% in summer

(Fig. 12b). Even if this is accompanied by a slight in-

crease in the wet spell depth bias (Table 1), it indicates

that the representation of wet spells at 12-km resolution

is much closer to the point observations than in the

lower-resolution runs. At 6 km, however, the RCA3 bias

again increases, most notably in summer, possibly be-

cause of an increased drizzle effect.

d. Sensitivity tests

In the first sensitivity test described above, the 25-, 12-,

and 6-km data were mapped to 50-km resolution in or-

der to verify the expected effects of spatial coarse

graining on the precipitation statistics and to assess the

impact of using a fixed cutoff (threshold 5 0.1mm) to

separate between wet and dry time steps. Generally, the

descriptive statistics and IDF curves change as expected

with coarse graining. Monthly totals do not change, ex-

cept for negligible numerical effects related to the re-

gridding. Maximum intensity, standard deviation, and

IDF values are all reduced, to an increasing degree with

increasing original resolution. The reduction is most

pronounced in summer, reflecting the small-scale nature

of convective precipitation.

The wet fraction increases with coarse graining, to an

increasing degree with increasing original resolution,

and most notably in summer. Thus, the wet fraction bias

increased substantially during summer compared with

the resolution-specific results (Fig. 6b), reaching from

1200% to 250% for the 6-km data mapped to 50 km.

This suggests a situation where high intensities are

generated at the higher resolutions, and when averaged

to 50km, they produce averages above the wet threshold.

Concerning summer wet spells, their number in the sen-

sitivity test gives a result overall similar to the resolution-

specific bias (Fig. 10b). Instead, the increased wet fraction

bias is accompanied by a similar increase of the wet spell

length bias for the higher-resolution runs in the sensitivity

test. Thus, the high intensities at the higher resolutions

are clustered into wet spells that correspond to the lower-

resolution ones.

In the second sensitivity test, precipitation statistics

were calculated using a 3 3 3 matrix at all RCM reso-

lutions instead of the fixed 150 3 150 km2 area used in

the main approach. The results from the 3 3 3 matrix

calculations were virtually identical to the results shown

in sections 4a–4c above. The very small differences

found had no apparent systematic features and are most

likely statistical scatter. Thus, the choice of area sur-

rounding each gauge and the resulting different number

of grid cells at the different RCM resolutions do not

appear to have influenced the results.

5. Summary and conclusions

The correspondence between observed high-resolution

(30min) precipitation statistics at point scale in southern

Sweden and analysis-driven RCA3 simulations with spa-

tial resolutions between 50 and 6kmwas investigated. The

main findings include the following.

d For conventional statistics, no positive impact of a higher

RCA3 resolution on monthly totals and wet fraction

could be seen, but for short-termvariability andmaxima,

the agreement with observations increased overall with

increasing RCA3 resolution.
d For the 10-yr IDF curves, increasing the RCA3

resolution substantially improved the correspondence

with observations, and at 6 km the absolute bias is

,15% for all durations considered (30min to 24 h).

FIG. 11. As in Fig. 4, but for WSdep.
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d For event-based statistics, a higher RCA3 resolution

did not improve agreement with observation-based

estimates.

In total, the main added value of a higher resolution is

better reproduction of summer maxima (which are

reflected in the IDF curves) and summer wet spell dura-

tions, which is in agreement with previous studies (e.g.,

Kendon et al. 2012; Prein et al. 2013). A general tendency

found here is that the bias is steadily reduced, or remains

essentially unchanged, when going from 50 to 25 and

12km. The further increase to 6km, however, in some

respects increases the bias in certain seasons. One clear

example is winter maxima, which change from being

substantially underestimated at 12km to being over-

estimated (to an even higher degree) at 6 km. A possible

explanation for this can be generation of too deep lows in

the model at 6 km, causing more extreme winter storms.

An in-depth analysis of such phenomena was out of scope

for the current paper but should be undertaken in follow-

up studies. Another example is wet spell length in sum-

mer, which is clearly more overestimated at 6 than at

12km. The wet spell length might be strongly affected by

excessive drizzle, possibly to an increasing degree with

increasing resolution in combination with a resolution

effect on the definition of a wet time step.

The close reproduction of the observed IDF curves in

the 6-km RCA3 run indicates an ability of the model to

generate low-frequency subdaily extremes of the same

order of magnitude as in point observations. As such ex-

tremes have a strong societal impact, for example, by

causing urban flooding and triggering landslides and debris

flow, accurate estimation by climate modeling would be

a significant advancement. An obvious application is as-

sessment of future changes, but historical simulations can

also be valuable in light of the limited availability of short-

term precipitation data in many parts of the world. Our

results indicate that this prospect is attainable at resolu-

tions of;5km, althoughmuch further validation remains.

It should be emphasized that point-scale (i.e., station)

time series have been used in this evaluation and that

deviations between observed and simulated data for many

of themetrics used reflect bothRCMbias and scale effects

between areal and point precipitation. Although climate

model output is sometimes directly compared with single-

station data (e.g., Willems and Vrac 2011; Mishra et al.

2012; Tripathi and Dominguez 2013), it is more common

to use observation-based areal estimates. Although in

principle allowing for evaluation of RCM bias without

having to consider scale effects, areal precipitation esti-

mates are substantially more uncertain than point obser-

vations, regardless of, for example, measurement device

and interpolation method. We believe complementary

assessment of RCM performance against both point and

areal data is needed. A difficulty when comparing point

and areal precipitation concerns the cutoff threshold

used to separate between wet and dry time steps, which

is an important variable for the assessment of model

performance in terms of wet fraction and event-based

characteristics. Our practical approach of using the

gauge sensitivity as RCM cutoff at all spatial resolutions

is an ad hoc solution, and amore systematic treatment of

this issue is desirable in future research.
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